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Missile	Defense	Example

• Complexity	is	not	kind	to		
interoperability

• Message-based	proprietary	systems	
are	difficult to:

• Scale
• Maintain
• Upgrade

• Reliability	can	be	a	challenge
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Databus	- Common	Communications	Platform	
• Databus	is	similar to	a	Database

• Structured data written or	read
• Inactive	peers	are	not	disruptive		

• Difference
• Real	time,	streaming	data
• No	central	broker

• Layered
• Multi-Domain	operations Tactical	RF	transport

UDP	transport	over	ethernet
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System	Scalability	and	Expansion
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• Add	(or	remove)	nodes at	any	time	
• Join	or	Layer Databus’	at	any	time	(through	Routing	

Service)
• Domains	can	act	as	virtual	data	channels

• Data	managed	in	accordance	with	requirement
• Reliable	or	best	effort
• Batching
• Etc.

Raytheon	Zumwalt	destroyer	
• 1500	DDS	applications	(multiple	databus’)
• 10m	publishable	pairs

Legacy	
Protocol
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Write	structured	data	without	concern	for	its	final	destination,		read	data	without	
concern	for	origination
Structured	data	provides	complete	picture	of	system	state

Database																vs															Databus

Database Databus

Stores	and	searches	old	data Shares	and	filters	future	data

Databus	manages	real-time	current	and	future	data
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Data	Centricity
Data	Centricity	Definition	
a) The	interface	is the	data.		
b) The	infrastructure	understands	that	data.		
c) The	system	manages	the	data	and	imposes	

rules	on	how	applications	exchange	data.		

Application

Application

Message	centric
Remote	Objects
SOAs

Application

Application

Data

Database

Data	centric	storage	and	
searching	of	old	data

Data	centric	sharing	and	
filtering	of	future	data

SELECT * FROM ShapeData
WHERE color=‘RED’ AND shapesize > 10;

cft = create_contentfilteredtopic_with_filter( 
”MyFiltered_topic”, ShapeData_topic,
”(color MATCH ‘RED’) AND (shapesize > 10)”, … );

Databus
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Connection	via	the	DDS	Databus…
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Connection	via	the	DDS	Databus… Data	flows	are	configured	
via	Quality	of	Service	

settings	that	define	how	
data	is	delivered	between	
nodes	in	the	distributed	

system.	In	DDS	
terminology	these	data	
flows	are	called	Topics.

A	Data	Model	(written	
in	IDL)	describes	the	
data	in	the	system	
and	allows	DDS	to	
‘understand’	and	
manage	data	in	the	
system	appropriately.	

DDS	abstracts	the	
application	away	from	
the	Operating	System	
making	the	application	
less	complex,	more	
portable	and	also	
promoting	location	

transparency.	

Data	is	cached	at	the	
endpoints	by	DDS;	this	

includes	user	data	(based	
on	the	QoS	settings)	and	
node/peer	data	which	is	
automatically	discovered	
to	build	a	highly	reliable
and	resilient network.	

DDS	optimises network	
usage	by	filtering data	
appropriately	(at	either	

source	or	destination)	and	
only	delivering	data	when	
and	where	it	is	needed.

DDS	provides	an	API	to	
the	programmer	

(which	RTI	wraps	in	
language	bindings)	to	
enable	data-centric
access	to	your	data.

DDS	operates	
peer-to-peer to	
give	real-time	

performance	and	
meaning	there	is	
no	central	server.	

New	nodes	are	
transparently	
added	to	(and	
removed	from)	
the	DDS	Databus
through	the	

Dynamic	Discovery	
mechanism.
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In-Car	Platform

V2V	&	V2X

Public	Internet

Fleet	Management

Sensor-to-Cloud	Example

• End-User	Applications
• Connect	with	RESTful/Web	Sockets

• Traffic	Management
• Traffic	Light	Control
• Congestion	Management

• Road	Management
• Environmental	&	Road	Conditions

• Probe	Data	Collection	(Sensors)
• Environmental	Weather
• Dynamic	Vehicle	Location

• Collision	Avoidance
• Navigation
• Safety	Certified
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Cloud Databus

Machine Databus

Site Databus

Sense Act

Think HMI

Unit Databus
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Chat!



Try	a	full	version
of	Connext	DDS
for	30	days

TRY 	CONNEXT 	AT
RT I .COM/DOWNLOADS

Includes	resources	to	get
you	up	and	running	fast
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Free	hour	with	an
RTI	FAE

Email	chat@rti.com



Tech	Talk	&	Blog
Architecting	Your	System	with	Connext	DDS:

Designing	a	Layered	Databus	System		

John	Patchin	
Sr.	Applications	Engineer

Designing	a	Layered	Databus	
System	with	Connext	DDS

https://www.rti.com/company/events/ https://rti.com/blog
©2020	Real-Time	Innovations,	Inc.



Stay	Connected

rti.com
Free	trial	of	Connext	DDS

@rti_software

@rti_software

rtisoftware

rti.com/blog

connextpodcast

©2020	Real-Time	Innovations,	Inc.


